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ABSTRAK

In the increasingly advanced digital era, user reviews of mobile applications on platforms such as
the Google Play Store have become an important source of information for both developers and
users. These reviews can reflect user satisfaction, complaints, and expectations for an application.
However, due to the ever-increasing volume of reviews, it is very difficult for developers to read and
evaluate all opinions manually. On the other hand, available reviews often do not reflect the actual
conditions due to the presence of fake, biased, or manipulative reviews. Therefore, an automated
system is needed that can accurately group reviews based on sentiment polarity. This study aims to
design and build a web-based application using the Streamlit framework that can perform sentiment
analysis on application reviews on the Google Play Store. The method used is a combination of
Logistic Regression and Lexicon-Based Approach with text preprocessing stages such as cleansing,
tokenizing, stemming, and transformation using TF-IDF. This study uses the CRISP-DM approach
in building the application model and system. As part of the system design, a prototype model was
created in the form of a use case diagram, use case scenario, and activity diagram to describe the
functional requirements and the flow of user interaction with the system. The final result of this
research is a sentiment analysis application capable of classifying reviews into positive and negative
categories, as well as displaying the model evaluation results in the form of metric visualizations
and word clouds. From the Dana application case study, based on the results of the model
performance evaluation using the confusion matrix metric, the Logistic Regression model built
achieved an accuracy of 91.2%, a precision of 91.73%, a recall of 98.46%, and an F1-score of
64.78%.

Keywords: Analisis Sentimen, Ulasan Aplikasi, Logistic Regression, Lexicon-Based Approach,
Google Play Store.

PENDAHULUAN memberikan umpan balik kepada pengguna
Aplikasi seluler saat ini memegang peran (Cahyaningtyas dkk., 2021).

penting dalam mendukung rutinitas masyarakat
di era digital. Mulai dari komunikasi hingga
aktivitas belajar, berbagai hal kini dilakukan
melalui aplikasi yang terinstal di perangkat
seluler (Oktaviane & Herwanto, 2024). Sebagai
salah satu platform distribusi digital terbesar,
Google Play Store menawarkan berbagai
aplikasi dengan fitur penilaian dan ulasan
pengguna. Fitur ini memiliki manfaat banyak
bagi pengembang. Ini membantu pengembang
meningkatkan  kualitas layanan dengan

Number of mobile app downloads worldwide from 2016 to 2023 (in billions)
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Gambar 1. Jumlah aplikasi mobile yang
diunduh di seluruh dunia
(Sumber: Ceci, 2025)

Gambar 1 adalah grafik yang disusun
oleh Statista Research Department ini
menunjukkan peningkatan besar dalam jumlah
unduhan aplikasi hingga 2023, meningkat dari
140,68 miliar pada 2016 menjadi 257 miliar
pada 2023, menunjukkan ketergantungan
masyarakat global terhadap aplikasi digital.
Jumlah wulasan pengguna terus meningkat
seiring dengan jumlah unduhan. Setiap
pengguna baru yang mengunduh aplikasi
memiliki kesempatan untuk memberikan
ulasan, ulasan ini kemudian menjadi komponen
penting dalam ekosistem evaluasi aplikasi.

Namun, banyaknya ulasan merupakan
masalah besar. Hal ini menimbulkan masalah
serius bagi pengembang yang kesulitan
menganalisis ulasan satu per satu secara manual
untuk memahami keluhan atau masukan
pengguna. Selain itu, dengan adanya ulasan
palsu (fake reviews) semakin memperumit
situasi. Penelitian (Aralikatte,2018,
sebagaimana dikutip dalam Sadiq dkk., 2021)
menunjukkan bahwa 20% ulasan mengandung
ketidaksesuaian antara rating dan isi teks, yang
berpotensi menyesatkan pengguna dan merusak
reputasi pengembang (Sadiq dkk., 2021).
Ketergantungan pada skor rating saja juga tidak
cukup akurat karena rentan terhadap manipulasi
dan bias subjektif.

Penelitian sebelumnya umumnya hanya
berfokus pada pengujian model analisis
sentimen tanpa menyediakan antarmuka
aplikasi yang mudah digunakan. (Saputra dkk.,
2022) mengevaluasi performa model Naive
Bayes pada ulasan aplikasi Ajaib, namun tidak
mengembangkan aplikasi yang dapat diakses
oleh pengguna umum. Hal serupa juga terlihat
pada penelitian (Basri dkk., 2024) yang hanya
membandingkan algoritma tanpa merancang
antarmuka yang user-friendly. Hasil analisis
sentimen memiliki potensi besar untuk
dimanfaatkan secara langsung oleh
pengembang aplikasi, pemilik produk, atau tim
pemasaran dalam memahami opini dan
kepuasan pengguna.

Untuk mengatasi masalah ini, penelitian
ini mengusulkan penerapan analisis sentimen
berbasis lexicon dan ekstraksi frekuensi kata
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kunci. Analisis sentimen merupakan proses
otomatis untuk mengelompokkan teks
berdasarkan polaritas positif, negatif, atau
netral guna memahami opini pengguna
terhadap produk, layanan, atau isu tertentu
(Sujadi  dkk., 2022). Pendekatan ini
memungkinkan klasifikasi otomatis ulasan
menjadi positif, atau negatif menggunakan
model Logistic Regression, sekaligus
mengidentifikasi kata kunci dominan yang
sering muncul dalam ulasan. Dengan
demikian, pengembang dapat lebih mudah
memahami fitur apa yang paling banyak
dibahas atau dikeluhkan oleh pengguna.
Hasil analisis dengan menggunakan custom
lexicon juga akan dapat membantu
mendeteksi ulasan palsu dengan
membandingkan polaritas teks dan rating,
serta melihat konsistensi opini. Keunggulan
metode ini terletak pada keakuratannya yang
tidak hanya bergantung pada rating,
efisiensinya dalam memproses banyak
ulasan dalam waktu singkat, serta

kemudahan penggunaannya melalui
antarmuka berbasis Streamlit yang user-
friendly.

Manfaat dari solusi ini bersifat dua
arah. Bagi pengguna, hasil analisis sentimen
dapat menjadi panduan untuk memperbaiki
aplikasi berdasarkan masukan pengguna
yang terstruktur, serta memperhatikan
jumlah thumbsupcount, sehingga
memudahkan mereka dalam menilai aplikasi
secara lebih objektif, mengurangi risiko
tertipu oleh ulasan palsu. Sementara bagi
pengembang, visualisasi polaritas sentimen
dan frekuensi kata kunci memudahkan
mereka dalam menilai aplikasi secara lebih
objektif, sehingga dapat tepat sasaran dalam
pengembangan aplikasi dan meningkatkan
kepuasan  pengguna.  Aplikasi  hasil
penelitian ini dapat langsung dimanfaatkan
oleh pengembang dan pengguna umum
berkat antarmukanya yang sederhana.
Dengan demikian, diharapkan ekosistem
aplikasi  digital menjadi  informatif,
mendorong perbaikan kualitas aplikasi serta
pengambilan keputusan yang lebih bijak dari
pengguna.
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METODOLOGI PENELITIAN

- Pembustan Antarmuia Apikasi
- Pembuatan Model Kiasifiksi

CRISP-DM

Gambar 2. Alur Penelitian

Dalam penelitian ini digunakan dua
pendekatan metodologi yaitu Profotype Model
untuk pengembangan aplikasi dan CRISP-DM
sebagai framework utama dalam proses analisis
data dan pengembangan model analisis
sentimen. Berikut penjelasan masing-masing
tahapan dalam metode penelitian:

Communication

Studi pustaka ini dilakukan oleh penulis
dengan pendekatan analisis pustaka terhadap
berbagai sumber yang relevan dengan topik,
meliputi buku referensi, jurnal ilmiah, tesis
terdahulu, dan situs terkait. Fokus utama studi
pustaka ini adalah untuk memperoleh
pemahaman teoritis tentang konsep dasar yang

mendukung  penelitian, seperti  Natural
Language Processing (NLP), Text
Preprocessing, Machine  Learning, dan

algoritma Logistic Regression.

Quick Plan

Pada tahap Quick Plan merupakan tahap
perancangan sistem awal yang dilakukan
berdasarkan hasil komunikasi dan studi
literatur. Pada tahap ini dilakukan beberapa
kegiatan penting, antara lain merancang
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flowchart untuk menggambarkan alur sistem

secara keseluruhan, merancang use case
diagram untuk memodelkan interaksi antara
pengguna dengan sistem, dan menyusun use
case scenario yang menjelaskan skenario
penggunaan sistem secara lebih rinci. Selain
itu, dibuat juga activity diagram untuk
menggambarkan secara visual alur aktivitas
dalam sistem. Semua perancangan ini
bertujuan untuk memberikan gambaran awal
mengenai sistem yang akan dikembangkan
dan menjadi acuan pada tahap perancangan
dan implementasi selanjutnya.

Quick Design

Tahap ini berfokus pada perancangan
awal antarmuka pengguna  aplikasi.
Perancangan antarmuka dibuat berdasarkan
hasil rancangan cepat dan ditujukan untuk
menggambarkan bentuk visual aplikasi yang
akan dibangun. Pada tahap ini dibuat sketsa
tampilan aplikasi untuk memperjelas
bagaimana pengguna akan berinteraksi
dengan sistem dan bagaimana hasil analisis
sentimen akan ditampilkan.

Construction of Prototype

Tahap Construction of Prototype
merupakan tahap implementasi awal sistem
berdasarkan rancangan sebelumnya.
Kegiatan utama pada tahap ini adalah
pengembangan antarmuka aplikasi dan
pembuatan model klasifikasi. Pada tahap ini
juga dilakukan implementasi proses analisis
sentimen menggunakan pendekatan CRISP-
DM.

CRISP-DM

Penelitian ini menggunakan metode
CRISP-DM sebagai framework utama
dalam mengembangkan aplikasi analisis
sentimen dan yang biasanya digunakan
dalam proyek data mining (Elkabalawy
dkk., 2024). Metode ini terdiri dari enam
tahap yang saling terkait dan dilakukan
secara berurutan yaitu Business
Understanding, Data Understanding, Data
Preparation,  Modeling  menggunakan
algoritma Logistic Regression, Evaluation,
dan  Deployment. Pada tahap Data
Understanding dilakukan proses
pengumpulan data dengan menggunakan
teknik web scraping pada user review dari
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Google Play Store, dengan total 5000 review
berhasil dikumpulkan dan dikonversi menjadi o s
csv (Comma Separated Value). Selanjutnya
pada tahap Data Preparation dilakukan
beberapa proses penting seperti  text
preprocessing yaitu cleaning, case folding,
tokenizing, stopword removal, dan stemming,
penerapan pendekatan custom lexicon based
untuk memperkuat identifikasi sentimen,
pembagian data menjadi data training dan data
test dengan perbandingan 80:20, dan
transformasi data ke dalam bentuk numerik
menggunakan  metode  TF-IDF  (Term
Frequency-Inverse  Document  Frequency).
Pada tahap Evaluasi, kinerja model dianalisis
menggunakan beberapa metrik evaluasi, yaitu
accuracy, precision, recall dan fI-score untuk
mengukur sejauh mana model mampu
mengklasifikasikan sentimen secara akurat dan
seimbang, juga menggunakan confusion matrix
dan wordcloud.

N——

Deployment & Feedback

Tahap ini meliputi penerapan prototipe
aplikasi ke lingkungan pengujian dan pengujian
fungsionalitas sistem. Pengujian dilakukan
menggunakan metode pengujian black-box

Gambar 3. Flowchart Sistem

Berikut Use Case Diagram dapat

. . dilihat pada Gambar 4.
untuk memverifikasi bahwa semua fitur p
berjalan sesuai kebutuhan. Selain itu, masukan
dikumpulkan dari pengguna atau pengu_ll untuk RANCANG BANGUN APLIKASI ANALISIS SENTIMEN ULASAN
. . . . APLIKASI DI GOOGLE PLAY STORE MENGGUNAKAN
mengidentifikasi kekurangan sistem dan METODE LOGIS?IC REGRESSIONDAN

LEXICON-BASED APPROACH

rencana untuk iterasi perbaikan berikutnya.

HASIL DAN PEMBAHASAN
Communication

Tahap communication dalam i .
pengembangan aplikasi ini dilakukan melalui Yasen

studi pustaka untuk memperoleh pemahaman Fengaune
mengenai konsep-konsep dasar yang mendasari

sistem analisis sentimen, serta metode dan

pendekatan yang digunakan. Studi pustaka
mencakup penelusuran terhadap literatur terkait '
analisis sentimen, machine learning,
pendekatan /lexicon-based, serta algoritma
klasifikasi seperti Logistic Regression. Selain
itu, juga dilakukan penelaahan terhadap proses
text  preprocessing,  transformasi  fitur
menggunakan TF-IDF, dan teknik evaluasi
performa model.

Melihat Hasil
Evaluasi Model

Gambar 4. Use Case Diagram

Berikut Activity Diagram mengambil
dan menyiapkan ulasan dapat dilihat pada

Quick Plan Gambar 5.

Berikut Flowchart Sistem dapat dilihat
pada Gambar 3.
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®
Gambar 5. Activity Diagram Mengambil dan
Menyiapkan Ulasan

Quick Design
Berikut Wireframe halaman utama dapat
dilihat pada Gambar 6.

VIBE SCOPIUM

Exploring Sentiments, Unveiling Insights

H
L]

Welcome to VibeScopium, your go

£
i

.....

Gambar 6. Wireframe Halaman Utama

Construction of Prototype
Berikut antarmuka halaman utama dapat
dilihat pada Gambar 7.

Gambar 7. Antarmuka Halaman Utama

CRISP-DM

Hasil dan pembahasan selanjutnya pada
penelitian ini akan dibahas menggunakan
metode Cross Industry Standard Process for
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Data Mining (CRISP-DM). Metode CRISP-
DM terdiri dari enam tahap utama yang
membentuk kerangka kerja sistematis dalam
proses data mining, yakni Business
Understanding untuk menentukan tujuan
dan kebutuhan bisnis, Data Understanding
untuk mengumpulkan serta memahami
karakteristik data awal, Data Preparation
yang  mencakup  pembersihan  dan
transformasi data agar siap untuk
pemodelan, Modeling dengan menerapkan
algoritma yang sesuai guna membangun
model prediktif, Evaluation untuk menilai
kinerja model dan kesesuaiannya dengan
tujuan Dbisnis, serta Deployment sebagai
tahap penerapan model ke sistem (Lestari
dkk., 2024).

Business Understanding

Studi kasus dalam penelitian ini
difokuskan pada aplikasi DANA, sebuah
dompet digital populer di Indonesia. Karena
DANA memiliki jumlah ulasan yang banyak
serta relevan dalam konteks analisis opini
pengguna terhadap layanan dompet digital.

Data Understanding

Teknik scraping dilakukan
menggunakan /ibrary Python google-play-
scraper untuk mengambil data ulasan secara
terstruktur berdasarkan Application 1D.
Peneliti mengembangkan antarmuka input
guna mempermudah pencarian aplikasi dan
memicu proses Sscraping, yang secara
otomatis mengunduh 5000 ulasan dan
menyimpannya dalam format CSV.
Selanjutnya, dilakukan eksplorasi awal
terhadap data yang telah dikumpulkan, yang
mencakup berbagai kolom atribut ulasan
dari Google Play Store.

Tabel 1. Seluruh Kolom Atribut Data
Ulasan Google Play Store

No Kolom Atribut Keterangan

1 reviewld ID unik dari
ulasan

2 userName Nama
pengguna
yang
menulis
ulasan

3 userlmage URL ke
gambar
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No Kolom Atribut Keterangan
profil
pengguna
4 content Isi teks
ulasan
Rating yang
diberikan
pengguna
6 thumbsUpCount Jumlah
pengguna
yang
mengangga
P ulasan
tersebut
bermanfaat
7 reviewCreatedVersi  Versi
on aplikasi saat
ulasan
dibuat
Tanggal dan
waktu saat
ulasan
diposting
9 replyContent Isi balasan
dari
pengemban
g
Tanggal dan
waktu saat
pengemban
g
memberika
n balasan
11 appVersion Versi
aplikasi

5 Score

10 repliedAt

Data Preparation

Text preprocessing merupakan tahap
penting dalam analisis teks yang bertujuan
untuk membersihkan dan menyusun ulang data
agar lebih siap untuk diproses oleh model
machine learning (Hadiprakoso dkk., 2021).
Text preprocessing ini mencangkup cleansing,
casefolding, slang fix, tokenizing, stopword
removal, dan Stemming. Kemudian
dilakukannya proses penerapan  Custom
Lexicon untuk analisis sentimen dari data
tersebut.
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Sentiment

Gambar 8. Distribusi Polaritas Sentimen

Gambar 8 menunjukkan distribusi
polaritas sentimen dari hasil analisis
terhadap 5000 ulasan aplikasi yang telah
diklasifikasikan menggunakan pendekatan
Custom Lexicon-Based. Dari total ulasan
tersebut, sebanyak 4322 ulasan
teridentifikasi ~ mengandung  sentimen
positif, sementara 678 ulasan tergolong
sentimen negatif. Dapat disimpulkan bahwa
distribusi ini menunjukkan dominasi opini
positif dari pengguna terhadap aplikasi yang
dianalisis, yang dapat mengindikasikan
tingkat kepuasan yang tinggi.

Modelling

Modelling merupakan tahap penting
dalam proses analisis sentimen, di mana
algoritma machine learning digunakan
untuk  membangun  model  prediksi
berdasarkan data latth yang telah
dipersiapkan sebelumnya. Dalam penelitian
ini, algoritma yang digunakan adalah
Logistic Regression. Implementasi Logistic
Regression dilakukan menggunakan library
scikit-learn.

Evaluation

Dari 1000 data uji, menghasilkan 831
TP, 81 TN, 75 FP dan 13 FN. Berikut
Confusion Matrix dari pelatihan model dapat
dilihat pada Gambar 9.
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M Confusion Matrix
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Gambar 9. Confusion Matrix

Berikut Wordcloud dari ulasan aplikasi
Dana dapat dilihat pada Gambar 10.

hanget

dana cicils i aman
d I I sangat:bagus

LOP oo ‘tr.ansa S 1%

1})]lk) i q‘n]gu S akun

sangat:membantu
Gambar 10. WordCloud

padahal

Gambar 10 menampilkan visualisasi
kata-kata yang paling sering muncul dalam
ulasan pengguna terhadap aplikasi DANA.
Kata-kata seperti "dana", "bagus", "sangat",
"membantu”, muncul dalam ukuran besar,
menunjukkan bahwa kata-kata tersebut paling
sering disebutkan dan memiliki frekuensi
tinggi.

Berikut grafik frekuensi kata kunci dapat
dilihat pada Gambar 11.

Top 30 Most Frequent Positive 3-grams

Gambar 11. Frekuensi Kata Kunci Positif

Gambar 11 menunjukan bahwa frasa
seperti "dana sangat membantu”, "aplikasi
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sangat bagus", dan "saldo dana goals"
mencerminkan kepuasan pengguna terhadap
aplikasi Dana. Pengguna merasa aplikasi ini
memudahkan aktivitas finansial mereka,
memberikan pengalaman yang baik secara
keseluruhan, serta menyediakan fitur
spesifik  seperti  “Dana  Goals” yang
membantu dalam perencanaan keuangan.

Tabel 2. Evaluasi Metrik

Accuracy Precis  Recall F1-score
ion
Accurac  __831+81
831+81+75-
y =91.2%
Negatif 81 81 09173 x0.9846
- 81+13  81+75 0.9173 + 0.9846

=86.17% =51.92% =94.9%

0.8617 x 0.5192

X0 8617+ 05192
= 64.78%

Positif 831 831
- 831+75 831+13
=91.73% = 98.46%

Dari Tabel 2. menunjukkan bahwa
model memiliki accuracy sebesar 91.2%,
yang berarti mayoritas prediksi model sudah
tepat.  Untuk kelas positif, model
menunjukkan performa sangat baik dengan
precision 91.73% dan recall 98.46%,
menghasilkan F/-score sebesar 94.99%,
menandakan keseimbangan yang kuat antara
ketepatan dan kemampuan mendeteksi
ulasan positif. Namun, pada kelas negatif,
precision nya cukup baik sebesar 86.17%,
tetapi recall-nya rendah di angka 51.92%,
yang menyebabkan F'/-score turun menjadi
64.78%. Hal ini mengindikasikan bahwa
model lebih andal dalam mengenali ulasan
positif dibandingkan negatif.

Deployment

Setelah model Logistic Regression
berhasil dibangun dan dievaluasi, tahap
selanjutnya adalah implementasi agar model
dapat digunakan secara interaktif oleh
pengguna. Proses deploy dilakukan
menggunakan Streamlit yang dihosting
melalui Streamlit Cloud, dengan source code
terlebih dahulu diunggah ke GitHub. File
aplikasi utama (.py) berisi antarmuka
pengguna dan logika backend, disertai
dengan file pendukung seperti
requirements.txt untuk  mendefinisikan
dependensi. Repositori GitHub ini kemudian
dihubungkan ke Streamlit Cloud, dan sistem
akan secara otomatis membangun dan
menjalankan aplikasi yang akhirnya dapat
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diakses secara publik melalui URL yang
tersedia.

Setelah aplikasi berhasil dideploy,
dilakukan pengujian untuk memastikan semua
fitur berjalan sesuai desain. Pengujian

dilakukan dengan metode black-box testing
yang menilai fungsi aplikasi berdasarkan output
dan input yang diberikan, tanpa melihat struktur
internal program. Aplikasi yang diberi nama
VibeScopium ini tersedia sebagai platform
berbasis web yang dapat diakses melalui
browser, dan hasil pengujian berfungsi sebagai
umpan balik untuk memastikan sistem berjalan
optimal dari sudut pandang pengguna.
Pengujian menggunakan black-box dapat
dilihat pada Tabel 3.

Tabel 3. Black-Box Testing

No Kondisi Hasil Hasil Sukses
yang yang /Gagal
Diharapk  Didapatk
an an
Pengguna  Aplikasi Aplikasi
memasuk  menampil  menampil
kannama  kan5 kan 5
1 aplikasi hasil hasil Sukses
dan klik pencarian  sesuai
"Find yang dengan
App" relevan kata kunci
Pengguna ~ Muncul Muncul
tidak peringatan  notifikasi
mengisi bahwa " Silakan
2 kolom input isi nama Sukses
input lalu  tidak aplikasi
klik "Find ~ boleh terlebih
App" kosong dahulu."
Sistem
Pengguna  melakuka
memilih n scraping  Proses
aplikasi dan scraping
dan klik menyiapk  berjalan
3 "Fetch an data, dan data Sukses
Reviews" lalu siap
dengan menampil  ditampilk
jumlah kan an
1000 notifikasi
berhasil
Data
Pengguna  ulasan Data
membuka  yangtelah tampil
4 halaman diproses sesuai Sukses
Datafram  ditampilk  preproces
e an dalam sing
tabel
Sistem
memberik  Pengguna
Pengguna  an dapat
menguduh  Datafram  mengundu
3 Datafram e pada h Sukses
e pengguna  Datafiram
untuk e
diunduh
Pengguna  Sistem Semua
6 membuka  menampil  metrik Sukses
halaman kan evaluasi
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No Kondisi Hasil Hasil Sukses
yang yang /Gagal
Diharapk  Didapatk
an an
Evaluatio  metrik ditampilk
n accuracy,  an
precision,  lengkap
recall,
Fl-score,
dan
confusion
matrix
Ditampilk Visualisas
an word i tampil
Pengguna  cloud dan P
. dengan
7 membuka  frekuensi olas d Suk
halaman kata kunci Js Z:ja]. an Hses
Tweets sesuai .
kategori kategon
p sentimen
sentimen
Pe“g*‘%“ 18 Sistem
mengist mengeluar
kolom Kan ﬁasil Sentimen
prediksi . tampil
8 sentimen . Sukses
dengan L. (positif/ne
dari input .
teks teks gatif)
ulasan
baru tersebut
Pengguna ~ Muncul
mengoson OGS i
9 kolom bahwa :ir:;lncul Sukses
prediksi input rediksi
danklik  tidak eatalh
tombol boleh toatalkan
prediksi kosong
Data
scraping
ileilllgguna dan hasil Data
"Reset olahan berhasil
10 Data" dlhgpus dlhapus, Sukses
setelah dari tampilan
OSCS tampilan dikosongk
p . dan an
selesai .
memori
aplikasi
KESIMPULAN DAN SARAN
Kesimpulan dari penelitian ini

mencakup beberapa hal penting. Pertama,
model Logistic Regression yang digunakan
menunjukkan kinerja yang cukup baik
dengan accuracy sebesar 91,20%. Performa
model menunjukkan optimal dalam
mengklasifikasikan sentimen positif dengan
precision sebesar 91,73%, recall sebesar
98,46%, dan Fl-score sebesar 94,90%,
namun masih kurang konsisten dalam
mendeteksi  sentimen negatif dengan
precision sebesar 86,17%, recall sebesar
51,92%, dan Fl-score sebesar 64,78%.
Kedua, hasil analisis trigram mengungkap
pola-pola yang sering muncul, yakni “dana
sangat membantu” untuk sentimen positif
dan “saldo hilang sendiri” untuk sentimen
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negatif. Temuan ini menyoroti bahwa pengguna
merasa puas terhadap kemudahan dan fitur
aplikasi, namun juga menunjukkan adanya
keluhan serius terkait teknis dan layanan yang
perlu segera ditindaklanjuti oleh pengembang.
Ketiga, aplikasi VibeScopium yang
dikembangkan mampu melakukan analisis
sentimen secara otomatis, mulai dari proses
scraping, preprocessing, pelabelan sentimen,
transformasi  TF-IDF, hingga klasifikasi
menggunakan model Logistic Regression.
Aplikasi ini diharapkan dapat menjadi alat
bantu yang efektif bagi pengembang, peneliti,
dan pelaku industri dalam memahami opini
pengguna dan mendukung pengambilan
keputusan berbasis data.

Adapun beberapa saran untuk penelitian
selanjutnya adalah mencoba berbagai algoritma
klasifikasi dan metode transformasi data
lainnya untuk menemukan model yang lebih
optimal.  Selain itu, disarankan untuk
menambah jumlah data ulasan sehingga model
dapat mengenali pola sentimen yang lebih
bervariasi dan kompleks. Penelitian selanjutnya
juga dapat difokuskan pada pengembangan
metode deteksi ulasan palsu yang lebih akurat
lagi, seperti dengan memanfaatkan pendekatan
berbasis machine learning yang mampu
menganalisis fitur linguistik yang
mencurigakan secara lebih mendalam.
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